[HPTS 2001 Position Paper]

Some experiences and considerations on the performance management of large-scale web application systems

Jun Nitta

Hitachi Ltd., Business Solution Systems Division

Email:
nitta@bisd.hitachi.co.jp
Phone:
+81-44-549-1708

Fax:
+81-44-549-1718

As predicted during the last HPTS session, THE WEB SERVERS HAVE COME. Systems engineers who used to build OLTP systems on traditional platforms now have to face the challenges of designing and running web-based application systems and sometimes suffer from the nightmare of performance management problems. Here we will present an example of the situation and discuss on some possible remedies.

1. An example: Internet Banking System

The Internet banking system of one of the leading Japanese consumer banks had experienced the severe performance degradation when a bunch of customers rushed to access it from their PCs on the monthly payday. That traffic congestion had lasted for about 8 hours. Various factors contributed to cause the problem but the IT team could only found them after laboriously assembling and investigating numerous pieces of information scattered across the system. There were no general-purpose tools available useful enough to pinpoint the problem quickly. Finally they had found that some configuration parameters of web servers were the main sources of the problem. A similar situation had happened to the Internet Banking ASP center for regional banks although this case was caused by cell phone accesses through i-mode service.

2. How can we manage web application systems performance?

Performance information of the web application system can be obtained by several ways; 1) through external probe tools to monitor response time for specified URLs, 2) through log files, 3) through SMTP (MIB), 4) through component-specific ways such as command lines. The challenge is to synthesize those fragments of information to provide an intuitive guide to system administrators in a timely fashion. It is also necessary to consider the runtime overhead of collecting source information. We have developed a set of tools to tackle this problem on top of existing systems management suites (JP1). It consists of a metrics collecting mechanism including the tool to measure response time from cell phone access, a real-time reporting mechanism, and an off-line analysis application. The functionality of the tools is still limited to just covering the web front-end part of the system but we are planning to enhance it to integrate back-end system performance information like DBMS metrics and logs.

3. Miscellaneous considerations

It becomes clearer that the proper partitioning of the system into separate physical subsystems is crucial to track down the bottleneck efficiently. But even if we could locate the bottleneck, it is not straightforward to adjust the configuration parameters of various components in a consistent way to fix it.

Performance management of large-scale TP systems has not been a trivial problem but still been coped with under a relatively controlled environment. Now the situation has gotten worse as web application systems on the Internet proliferate. We would like to discuss on this matter with other experts.

